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Abstract 2 Parsing Methodology

We use SVM classifiers to predict the next ~ 2-1 Parsing Algorithm

action of a deterministic parser that builds The parsing algorithm used for all languages is the
labeled projective dependency graphs in  deterministic algorithm first proposed for unlabeled
an incremental fashion. Non-projective dependency parsing by Nivre (2003) and extended
dependencies are captured indirectly by  tolabeled dependency parsing by Nivre et al. (2004).
projectivizing the training data for the The algorithm builds a labeled dependency graph in
classifiers and applying an inverse trans-  one left-to-right pass over the input, using a stack
formation to the output of the parser. We to store partially processed tokens and adding arcs
present evaluation results and an error  using four elementary actions (wheopis the token
analysis focusing on Swedish and Turkish.  on top of the stack andextis the next token):

e SHIFT: Pushnextonto the stack.
1 Introduction e REDUCE: Pop the stack.
o _ e RIGHT-ARC(r): Add an arc labeled from top
The CoNLL-X shared task consists in parsing texts g next pushnextonto the stack.
in multiple languages using a single dependency LEFT-ARC(r): Add an arc labeled from next
parser that has the capacity to learn from treebank ¢, top; pop the stack.

data. Our methodology for performing this task is _ o
based on four essential components: Although the parser only derives projective gr_aph_s,
the fact that graphs are labeled allows non-projective
e A deterministic algorithm for building labeled dependencies to be captured using the pseudo-
projective dependency graphs (Nivre, 2006). rgjective approach of Nivre and Nilsson (2005) .
e History-based feature models for predicting the Another limitation of the parsing algorithm is that
next parser action (Black et al., 1992). it does not assign dependency labels to roots, i.e., to
e Support vector machines for mapping historiesokens havingiEAD=0. To overcome this problem,
to parser actions (Kudo and Matsumoto, 2002)we have implemented a variant of the algorithm that
e Graph transformations for recovering non-starts by pushing an artificial root token with=0
projective structures (Nivre and Nilsson, 2005)onto the stack. Tokens havingeaAb=0 can now
) . be attached to the artificial root in a&HT-ARC(7)
Al expenr_nents have been perfo_rmed usmg,Mal_téction, which means that they can be assigned any
Parser (N_|vre et al., 2006_)’ version 0.4, which 'Sabel. Since this variant of the algorithm increases
made available together with the suite of programg,e overall nondeterminism, it has only been used
used for pre- and post-processihg. for the data sets that include informative root labels
Ywww.msi.vxu.se/users/nivre/research/MaltParser.ntml  (Arabic, Czech, Portuguese, Slovene).



5 F+° : S E iE f converted to numerical features using the standard
S;tog,l + technique of binarization, and we split values of the
I: next + o+ o+ o+ FEATsfield into its atomic components.

' Egigé " : For some languages, we divide the training data
I: next+3 + into smaller sets, based on some featufeormally

G: head otop + thecprosor posof the next input token), which may

G leftmost dep ofop N reduce training times without a significant loss in
G: rightmost dep ofop + eauce training es out a significant loss '
G: leftmost dep ohext + accuracy (Yamada and Matsumoto, 2003). To avoid

too small training sets, we pool together categories

Table 1: Base model; S: stack, I: input, G graph; s have a frequency below a certain threshold
FO: FORM, L: LEMMA , C: CPOS P: POS

FE. FEATS, D: DEPREL 2.4 Pseudo-Projective Parsing

_ Pseudo-projective parsing was proposed by Nivre
2.2 History-Based Feature Models and Nilsson (2005) as a way of dealing with

History-based parsing models rely on features of th@on-projective structures in a projective data-driven
derivation history to predict the next parser actionparser. We projectivize training data by a minimal
The features used in our system are all symboligansformation, lifting non-projective arcs one step
and extracted from the following fields of the date@t a time, and extending the arc label of lifted arcs
representatiorFORM, LEMMA , CPOSTAG POSTAG ~ Using the encoding scheme calledtAb by Nivre
FEATS, andDEPREL Features of the typpepreL  and Nilsson (2005), which means that a lifted arc is
have a special status in that they are extracted duriggsigned the labeil s, wherer is the original label
parsing from the partially built dependency graptand’ is the label of the original head in the non-
and may therefore contain errors, whereas all tHerojective dependency graph.
other features have gold standard values during both Non-projective dependencies can be recovered by
training and parsing. applying an inverse transformation to the output of
Based on previous research, we defined a balite parser, using a left-to-right, top-down, breadth-
model to be used as a starting point for languagédirst search, guided by the extended arc labgls
specific feature selection. The features of this mod@ssigned by the parser. This technique has been used
are shown in Table 1, where rows denote tokens iithout exception for all languages.
a parser configuration (defined relative to the stack, _
the remaining input, and the partially built depen3 EXperiments

dency graph), and where columns correspond to daégl(nce the projective parsing algorithm and graph

fields. The base model contains twenty features, bpt . .
i ransformation techniques are the same for all data
note that the fieldsEMMA, CPOSandrFEATSare not

. sets, our optimization efforts have been focused on
available for all languages. feature selectionusing a combination of backward
and forward selection starting from the base model
. _ described in section 2.2, apdrameter optimization
We use su_pport vector machiride predict the n_ext for the SVM learner, using grid search for an optimal
parser action from a feature vector representing ﬂb%mbination of the kernel parametersandr, the
history. More specifically, we use LIBSVM (Chang penalty parametet’ and the termination criteriog

andTLln, 20201) with a ql_Ja_dratlc kernél(z;, ;) = as well as the splitting featureand the frequency
(v; z;+7)” andthe built-in one-versus-all strateQy,, o shoidr. Feature selection and parameter opti-
for multi-class classification. Symbolic features are > ation have to some extent been interleaved. but

2The fieldsPHEAD and PDEPRELhave not been used at all, the amount of work done varies between languages.
since we rely on pseudo-projective parsing for the treatraén
non-projective structures. “Preliminary experiments showed a slight improvement for
3We also ran preliminary experiments with memory-baseanost languages when splitting theATs values, as opposed to
learning but found that this gave consistently lower accyira  taking every combination of atomic values as a distinct@alu

2.3 Support Vector Machines



Ara Bul Chi Cze Dan Dut Ger Jap Por Slo Spa Swe urotal
LAS [66.71 87.41 86.92 78.42 84.77 78.59 85.82 91.65 87.60 7013Q9884.58 65.6880.19
UAS | 77.52 91.72 90.54 84.80 89.80 81.35 88.76 93.10 91.22 784.87889.50 75.8285.48
LAcc|80.34 90.44 89.01 85.40 89.16 83.69 91.03 94.34 91.54 80(h086987.39 78.4986.75

Table 2: Evaluation on final test set; LAS = labeled attachraseare, UAS = unlabeled attachment score,
LAcc = label accuracy score; total score excluding Bulgaria

The main optimization criterion has been labeledefore we turn to Swedish and Turkish, focusing on
attachment score on held-out data, using ten-folecall and precision of root nodes, as a reflection of
cross-validation for all data sets with 100k tokengjlobal syntactic structure, and on attachment score
or less, and an 80-20 split into training and devtests a function of arc length. If we start by considering
sets for larger datasets. The number of features languages with a labeled attachment score of 85% or
the optimized models varies from 16 (Turkish) to 3thigher, they are characterized by high precision and
(Spanish), but the models use all fields available faecall for root nodes, typically 95/90, and by a grace-
a given language, except thabRrM is not used for ful degradation of attachment score as arcs grow
Turkish (onlyLEMMA). The SVM parameters fall longer, typically 95-90-85, for arcs of length 1, 2
into the following rangesy: 0.12-0.20y: 0.0-0.6; and 3-6. Typical examples are Bulgarian (Simov
C:0.1-0.7;e: 0.01-1.0. Data has been split on theet al., 2005; Simov and Osenova, 2003), Chinese
pos of the next input token for Czecht € 200), (Chen et al., 2003), Danish (Kromann, 2003), and
German { = 1000), and Spanisht = 1000), and Swedish (Nilsson et al., 2005). Japanese (Kawata
on thecposof the next input token for Bulgarian and Bartels, 2000), despite a very high accuracy, is
(t = 1000), Slovenet(= 600), and Turkish#(=100). different in that attachment score drops from 98%
(For the remaining languages, the training data has 85%, as we go from length 1 to 2, which may
not been split at all®) A dry run at the end of the have something to do with the data consisting of
development phase gave a labeled attachment scar@nscribed speech with very short utterances.
of 80.46 over the twelve required languages. A second observation is that a high proportion of

Table 2 shows final test results for each languageon-projective structures leads to fragmentation in
and for the twelve required languages together. THbe parser output, reflected in lower precision for
total score is only 0.27 percentage points below thots. This is noticeable for German (Brants et al.,
score from the dry run, which seems to indicate th&t002) and Portuguese (Afonso et al., 2002), which
models have not been overfitted to the training datatill have high overall accuracy thanks to very high
The labeled attachment score varies from 91.65 titachment scores, but much more conspicuous for
65.68 but is above average for all languages. Wezech (Bhmowa et al., 2003), Dutch (van der Beek
have the best reported score for Japanese, Swedgthal., 2002) and Slovene Zeroski et al., 2006),
and Turkish, and the score for Arabic, Danishyhere root precision drops more drastically to about
Dutch, Portuguese, Spanish, and overall does n69%, 71% and 41%, respectively, and root recall is
differ significantly from the best one. The unlabeledilso affected negatively. On the other hand, all three
score is less competitive, with only Turkish havinganguages behave like high-accuracy languages with
the highest reported score, which indirectly indicategespect to attachment score. A very similar pattern
that the integration of labels into the parsing proceds found for Spanish (Civit Torruella and MaAn-

primarily benefits labeled accuracy. tonin, 2002), although this cannot be explained by
a high proportion of non-projective structures. One
4 Error Analysis possible explanation in this case may be the fact that

dependency graphs in the Spanish data are sparsely

An overall error analysis is beyond the scope of thiﬁabeled, which may cause problem for a parser that
paper, but we will offer a few general observation§e”eS on dependency labels as features

SDetailed specifications of the feature models and learning The results for Arabic (Hap et al., 2004; Snr
algorithm parameters can be found on the MaltParser weh pagat al., 2002) are characterized by low root accuracy



as well as a rapid degradation of attachment scomncatenated suffixes carry information that in other
with arc length (from about 93% for length 1 to 67%languages may be expressed by separate words. The
for length 2). By contrast, Turkish (Oflazer et al., Turkish treebank therefore divides word forms into
2003; Atalay et al., 2003) exhibits high root accusmaller units, called inflectional groups (IGs), and
racy but consistently low attachment scores (abotite task of the parser is to construct dependencies
88% for length 1 and 68% for length 2). It is note-between IGs, not (primarily) between word forms
worthy that Arabic and Turkish, being “typological (Eryigit and Oflazer, 2006). It is then important
outliers”, show patterns that are different both fromio remember that an unlabeled attachment score
each other and from most of the other languages. of 75.8% corresponds to a word-to-word score of
) 82.7%, which puts Turkish on a par with languages
4.1 Swedish like Czech, Dutch and Spanish. Moreover, when
A more fine-grained analysis of the Swedish resultwe break down the results according to whether the
reveals a high accuracy for function words, whicthead of a dependency is part of a multiple-IG word
is compatible with previous studies (Nivre, 2006)or a complete (single-1G) word, we observe a highly
Thus, the labeled F-score is 100% for infinitivesignificant difference in accuracy, with only 53.2%
markers (IM) and subordinating conjunctions (UK),unlabeled attachment score for multiple-IG heads
and above 95% for determiners (DT). In additionyersus 83.7% for single-IG heads. It is hard to say
subjects (SS) have a score above 90%. In all these this stage whether this means that our methods
cases, the dependent has a configurationally definatk ill-suited for IG-based parsing, or whether it is
(but not fixed) position with respect to its head.  mainly a case of sparse data for multiple-1G words.
Arguments of the verb, such as objects (DO, 10) When we break down the results by dependency
and predicative complements (SP), have a slightlype, we can distinguish three main groups. The first
lower accuracy (about 85% labeled F-score), whicbonsists of determiners and particles, which have
is due to the fact that they “compete” in the samean unlabeled attachment score over 80% and which
structural positions, whereas adverbials (labels thate found within a distance of 1-1.4 IGs from their
end in A) have even lower scores (often below 70%head’ The second group mainly contains subjects,
The latter result must be related both to the relativelgbjects and different kinds of adjuncts, with a score
fine-grained inventory of dependency labels for adn the range 60—-80% and a distance of 1.8-5.2 IGs to
verbials and to attachment ambiguities that involvéheir head. In this group, information about case and
prepositional phrases. The importance of this kinflossessive features of nominals is important, which
of ambiguity is reflected also in the drastic differ-is found in therEATSfield in the data representation.
ence in accuracy between noun pre-modifiers (ATYVe believe that one important explanation for our
(F > 97%) and noun post-modifiers (ET) £75%). relatively good results for Turkish is that we break
Finally, itis worth noting that coordination, which down theFEATS information into its atomic com-
is often problematic in parsing, has high accuracyonents, independently efosandcrostags, and
The Swedish treebank annotation treats the secot#t the classifier decide which one to use in a given
conjunct as a dependent of the first conjunct and &stuation. The third group contains distant depen-
the head of the coordinator, which seems to facidencies, such as sentence modifiers, vocatives and
itate parsing. The attachment of the second con-appositions, which have a much lower accuracy.
junct to the first (CC) has a labeled F-score above _
80%, while the attachment of the coordinator to th® Conclusion

second conjunct (++) has a score well above 90%.The evaluation shows that labeled pseudo-projective
42 Turkish dependency parsing, using a deterministic parsing

algorithm and SVM classifiers, gives competitive

In Turkish, very essential syntactic information isparsing accuracy for all languages involved in the

contained in the rich morphological structure, where— —
"Given that the average IG count of a word is 1.26 in the

5The analysis is reminiscent of the treatment of coordimatiotreebank, this means that they are normally adjacent toehd h
in the Collins parser (Collins, 1999). word.
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