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1 Introduction

We apply a memory-based learner to the CoNLL-2002
shared task: language-independent named entity recog-
nition. We use three additional techniques for improving
the base performance of the learner: cascading, feature
selection and system combination. The overall system is
trained with two types of features: words and substrings
of words which are relevant for this particular task. It is
tested on the two language pairs that were available for
this shared task: Spanish and Dutch.

2 Approach

In this section we will give a brief description of the ba-
sic techniques employed in our approach to named entity
recognition. We will describe memory-based learning,
cascading, feature selection and system combination.

We use a nearest neighbor memory-based learner as
a basic classifier (Daelemans et al., 2001). The learner
stores all training data and classifies new data items by
comparing them with the training data. The new data item
will receive the same classification as that of the training
item that is most similar to it. The data items are repre-
sented with symbolic features for which the learner com-
putes weights which are based on their relevance for the
classification task. The memory-based software package
we used is called Timbl (Daelemans et al., 2001). We
use its default learning algorithm, instance-based learn-
ing with information gain weighting (IB1IG), with the de-
fault setting of parameters (for example k=1).

The task of the learner is to predict the positions of the
named entities in a text. The entities have been encoded
with so-called IOB tags. These are tags which show that a
word is outside of any entity (O), inside an entity (I) or at
the beginning of an entity (B). For example, the sentence
John Smith called .has the associated tags B-PER I-PER
O O. This means thatJohnstarts a named entity of type
PER,Smithcontinues this entity and neithercalled nor
the final period are part of a named entity. The task of a

system processing this data is to predict the sequences of
entity tags as well as possible.

The initial set of parameters which we use for the
learner for predicting the best entity tag for a word con-
sists of the word and a group of preceding and following
words. For example, we could useJohn, Smithandcalled
as features when trying to find the best tag forSmithin the
example sentence. In that case we would be using a left
context of one word (in this caseJohn) and a right context
of one word (herecalled). It would be useful to know if
the context words could be part of a named entity as well.
In order to obtain this information, we performCASCAD-
ING, feeding the output of one learner to the input of an-
other learner (Veenstra, 1998). We will train a classifier
on this task by using basic features such as words and
then use the output tags of this system as input features
for a second learner. For practical reasons we will only
use the class tags of the context words and not that of the
focus word. For example, the second system could rep-
resent the wordSmithin the example sentence with five
features: John, Smith, called, B-PER and O.

In general using features from a large context will give
more detailed information about a word. However, the
performance of memory-based learners can suffer when
they need to process data with many features (Tjong
Kim Sang, 2002). Since we do not know what word con-
text features are best for this task, we will attempt to find
the best set automatically by performingFEATURE SE-
LECTION. There are too many different feature sets to
perform a complete search. We will use a search method
called bi-directional hill-climbing (Caruana and Freitag,
1994) for exploring the feature space. This method starts
from a set of features (in our case the empty set) and
compares the performance of a learner using this set with
learners using the set with an extra feature or with one
feature less. When the algorithm finds a feature set that
enables the learner to perform better then it performs an-
other search with this feature set. This procedure is re-



peated until the performance of the current feature set
cannot be improved.

In our work on the CoNLL-2000 shared task of chunk-
ing (Tjong Kim Sang, 2002), we have shown that perfor-
mance on a phrase classification task can be improved by
performing SYSTEM COMBINATION. Since named en-
tity classification is similar to chunking, we will use this
technique here as well. We will use the same approach as
described in Tjong Kim Sang (2002): apply one learning
technique to five different representations of the output
tags: IOB1, IOB2, IOE1, IOE2 and O+C. Changing the
output representation will change the task of the learner.
For different output representations it will make different
errors. We will convert the output for the different data
representations to one data representation (O+C) and for
each word select the tag that has been predicted most of-
ten (majority voting).

In (Tjong Kim Sang, 2002), we have evaluated three
different processing strategies for finding chunks in text:
1. predicting chunk boundaries and chunk classes simul-
taneously, 2. predicting boundaries first and classes later,
and 3. building a separate recognizer for each different
class. We chose the second processing strategy because
it required fewer computer resources than the third and
performed better than the first. We use this approach here
as well: first we attempt to find the boundaries of named
entities and then we compute the most likely class for the
entities that have been found.

3 Results

In our first approach to named entity recognition, we have
applied the chunker described in Tjong Kim Sang (2002)
to the Spanish data. This data set did not have part-of-
speech tags available so we have only used words as fea-
tures. Each word was represented by itself and the three
preceding and the three next words. We determined the
best parameters for our approach by performing experi-
ments with the training data for Spanish while using 10-
fold cross-validation. For this purpose the data was di-
vided in ten parts of approximately the same size and
each part was processed while using the other nine as
training data.

We started with removing the entity class information
from the data, keeping entity borders only. For each of the
five available output representations we have performed a
feature selection process for finding an optimal set of fea-
tures for this task. Each of the results was fed to cascaded
system which had access to the seven word features as
well as the predicted class tags for the two words before
the focus word and the two words following the focus
word. The results of the five cascaded systems were con-
verted to brackets (O+C representation) and these were
combined with majority voting. We evaluated all com-
binations of three, four and five systems and choose the

best. Finally, classes were added to the resulting enti-
ties by a learner which had access to the first and the last
word of the entity plus three words before the first word
and three words behind the last. Again, feature selection
was used for finding the best feature set. The output of the
learners was evaluated with Fβ=1 rates which are based
on the precision and recall of entities (van Rijsbergen,
1975).

In almost all cases the feature selection method used
only a subset of the available features (seven word fea-
tures and four additional tag features). The cascaded sys-
tems outperformed the base systems in three of the five
cases. A majority vote of the result was always better than
the best of the individual systems (at best Fβ=1=79.40
for the cascaded systems). After determining the cat-
egories of the named entities, performance dropped to
Fβ=1=71.45.

A problem of our current approach is that the system
has few clues for handling new words. In the CoNLL-
2000 chunking task, the part-of-speech tags helped to
classify these but in the Spanish data there is no addi-
tional information about the words available except from
their context. It seems reasonable to use word-internal
morphological information as a clue. This could be done
by using the first few characters or the last few characters
of a word as an extra feature. The problem is that we do
not know how many characters we have to select to get
useful features. Some character sequences of a specific
length might be interesting for this task while others of
the same length might be not. We have decided to use
a statistical measure for selecting morphological strings
that are useful for performing this task in a particular lan-
guage.

The statistical measure which we have chosen selects
all prefix and suffix strings that appear in the training data
in capitalized words ten times or more and additionally
are part of a word in a named entity in 95% of the cases
or more. Examples of such strings in the Spanish data
are Europea(prefix, appears 61 times and is a part of
named entity words in 98% of the cases) andz (suffix,
appears 734 times and 99% of the time in named entity
words). The system looked for phrases in the Spanish
training data of ten characters or shorter and found 790.
The word immediately in front of a named entity word
can be an important clue and therefore we have extracted
similar prefix and suffix features for words immediately
before capitalized named entity words. Examples from
the Spanish training data are the prefixuna (24 times,
100%) and the suffixe (5042 times, 100%). For this par-
ticular type, 214 strings were selected.

We have added four morphological features to the data:
focus word prefix (fp), focus word suffix (fs), previous
word prefix (pp) and previous word suffix (ps). After
this we repeated the 10-fold cross-validation experiment



Spanish train Pass 1 Pass 2
Representation Fβ=1 features used Fβ=1 features used
IOB1 85.86 w−2..0 mfp,fs,ps 88.68 w−2,0,1 t−1,1 mfp,fs,ps

IOB2 82.14 w−2..1 mfs,pp,ps 84.39 w−1..1 t−2,−1,1 mpp,ps

IOE1 85.86 w−2..0 mfp,fs,ps 88.76 w−2,0,1 t−1,1 mfp,fs,ps

IOE2 77.18 w−2..2 mfp,fs,pp 83.50 w−1,0,2 t−1,1 mfs,pp

O+C 80.33 O: w−2..0 mfp,pp,ps 84.08 O: w−2..0 t−2,−1 mfp,pp,ps

C: w−2..1 mps C: w−1..2 t1,2 mps

Majority voting 86.10 O: IOB1 IOB2 IOE1 IOE2 O 88.96 O: IOB1 IOB2 IOE1 IOE2 O
C: IOB1 IOB2 IOE1 IOE2 C C: IOB1 IOB2 IOE1 IOE2 C

with classes 72.29 w−2,−1,start,final mstart.s 74.34 w−2,−1,start,final mstart.s

Table 1: Fβ=1 rates for identifying entity borders (not entity types) with word features (w) and morphological features
(m, see text below) only from the Spanish training data, processing with 10-fold cross-validation while five different
output data representations (IOB1, IOB2, IOE1, IOE2 and O+C), cascading with extra classification tag features
(t), feature selection and system combination. The best results are obtained by using only a limited number of the
available features (w−3..3, t−2,−1,1,2 and mfp,fs,pp,ps). Cascading (pass 2) generally improves performance when
compared with pass 1. Majority voting performs better than any of the individual learners while using only a few of
their results. The bottom line shows the performance after adding class information.

with the Spanish training data. For each of the 10 parts,
the morphological features were generated from the other
nine parts only. The results of this experiment can be
found in Table 1. Morphological features were chosen
as useful features in all cases. The most frequently cho-
sen feature was the suffix of the previous word (ps). The
maximum performance of the unlabeled task when com-
pared with using word features only, improved consid-
erably, from 79.40 to 88.96 (46% error decrease). The
increase after adding categories to the named entities was
smaller: from 71.45 to 74.34 (10% error decrease).

We have used the best configuration found for the
Spanish training data for processing both the Spanish test
sets and a configuration obtained from the Dutch training
data (without the part-of-speech tags) for the Dutch test
sets. The results for processing the test data sets can be
found in Table 2. Overall precision is always higher than
overall recall but the difference is never larger than 4.4
percentage points. For both languages the system per-
forms better on the test data than on the development
data.

4 Concluding Remarks

We have presented a machine learning method for per-
forming language-independent named entity recognition.
It uses a memory-based classifier as base learner. The
performance of this learner is improved with cascading,
feature selection and system combination. The system
uses both words and prefixes and suffixes of words. The
latter two are derived with a statistical method which
selects substrings of words which frequently appear in
words in or near named entities. The learner had no ac-
cess to linguistic information other than that was made

available in the training data. Its performance was not as
good as state-of-the-art named entity recognizers for En-
glish (over Fβ=1=90, see for example Mikheev (1998)).
However, it performs reasonable on the two languages
in this shared task (Fβ=1=75 for the Spanish test set and
Fβ=1=70 for Dutch).

The strength of our system is its ability to operate with-
out many linguistic clues about the language that is pro-
cessed. A text with annotated entities is enough to obtain
a reasonable performance. A practical weakness is its
processing speed: the current implementation processes
only about 6 words per second on a parallel machine. An-
other weakness is the selection of morphological features.
This relies on the fact that many named entity words in
the two target languages are capitalized, a feature which
may not help for other languages (for example German
and Hindi). We believe that a further improvement of
the performance of the system could be obtained by us-
ing features derived from interesting statistical informa-
tion from the training text and perhaps even from other
untagged text.
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